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ABSTRACT 

The options in the implementation of gradient theory for optimization work are critically reviewed and evaluated for the case of 
the reversed-phase liquid chromatography of peptides. Various models are covered together with methods for the determination 
of model parameters. Approaches for calculating retention times and band widths from experimental data are discussed. Different 
kinds of extrapolation are compared with interpolation. This study was aimed at finding the best compromise between number of 
experiments, accuracy of predictions and simplicity of calculations. Implementation and the use of gradient predictions can be 
simple, and practical recommendations are given. 

INTRODUCTION 

The retention of peptides in reversed-phase 
liquid chromatography is extremely sensitive to 
the concentration of organic modifier in the 
mobile phase [l-5]. It is unusual that a peptide 
sample can be separated with a reasonable range 
of retention by isocratic elution. Separation of 
peptides by reversed-phase liquid chromatog- 
raphy is performed almost exclusively by gra- 
dient elution. 

The theory of gradient elution is well estab- 
lished [6-81. From the theory it is clear that the 
selectivity may vary with gradient slope. This is 
also commonly the case for peptides and proteins 
[4,9,10], and the general rule of thumb, that the 
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resolution between all peaks will increase with 
increased gradient time, is not valid. Retention 
predictions based on gradient theory therefore 
emerges as a powerful tool for optimization in 
the reversed-phase chromatography of peptides, 
requiring few experiments. 

Predictions based on gradient theory are gen- 
erally highly accurate. In this work the relevant 
options that exist in the implementation and 
application of gradient theory are reviewed and 
evaluated. Four aspects are considered: the 
accuracy of predictions, the complexity of calcu- 
lations, the necessary knowledge of the sample 
and the chromatographic system and the amount 
of experimental work necessary for making pre- 
dictions. Gradient theory is regarded here as a 
tool for optimization of the gradient profile, 
hence only the accuracy of the predictions is 
studied and not that of the model parameters 
themselves. 
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The various formulations of gradient theory 
that have been published are critically examined. 
Practical recommendations for the implementa- 
tion of gradient predictions for “real samples” 
are presented and discussed. The implementa- 
tion and use of these predictions can be simple 
and this work will hopefully encourage more 
peptide chromatographers to use gradient 
theory. 

THEORY 

A complete presentation of gradient theory 
can be found in publications by Jandera and 
ChuriEek [8] and Snyder and Stadalius [6,7]. 
Only the final expressions and the underlying 
assumptions will be presented in this paper. The 
notation of Jandera and ChurlEek has mainly 
been followed and the symbols are listed at the 
end of the paper. 

Retention volume 
Most expressions of retention volume in gra- 

dient elution in reversed-phase liquid chromatog- 
raphy are based on a linear relationship between 
k’ and concentration of organic modifier for 
isocratic elution: 

logk’=a-mcp (I) 

From theory based on various models of physical 
chemistry of chromatography it has been argued 
that a quadratic model is a more correct descrip- 
tion [ 11,121, and non-linear relationships have 
also been observed [12-151. Thorough discus- 
sions have resulted in the general opinion that 
the function is non-linear but can be approxi- 
mated by a linear function in k’ range where 
most of the migration occurs (1~ k’ < 10) 
[13,15-181. Several workers have also found that 
they can obtain accurate predictions of retention 
for peptides and amino acids using expressions 
based on this assumption [2,19-231. From a 
practical point of view, a linear function is 
advantageous as calculations based on a non- 
linear model are complex and require more 
experiments [15,24-261. 

Several attempts have been made to relate the 
parameters a and m to solute properties such as 
molecular mass and hydrophobicity, but with 

only limited success [2-4,7,27-291. In addition, 
most samples contain solutes for which these 
properties are unknown, making this approach 
restricted in application. A correlation between a 
and m has been sought, again with mixed results 
[15,30]. In practice, a and m have to be de- 
termined experimentally for all solutes in a 
sample. 

Several ways to describe a linear gradient have 
been given in the literature. The different terms 
“slope”, denoted B, used by Jandera and 
Churacek, “steepness”, b, used by Snyder’s 
group, and “rate”, s, can be confusing; see Table 
I for an explanation. This disparity has been 
pointed out and discussed by Jandera and 
ChurZek [8,17]. These parameters are related to 
one another as follows: 

b = V,mB = V,m(slF) (2) 

In this paper, the parameter B will mainly be 
used and all gradients will be considered as 
linear: 

cp=rp,+BV (3) 

On the basis of eqns. 1 and 3, the following 
expression for the retention volume can be 
derived [6,8]: 

VP = --& * log (2.3V,mBkh + 1) + V, 

where k; is k’ at the starting concentration of 
organic modifier; 

k; = lou-w0 (5) 

The gradient is inevitably preceded by an iso- 
cratic step, because it takes some time for the 
gradient to reach the column. The following 
expression includes migration during the passage 
of the dwell volume [8,31]: 

V, = --& - log (2.3V,,mBkA + 1) + V, + V, (6) 

where I& is the part of the dead volume where 
gradient elution occurs. Vmg is given by 

v,,=v,-$ 
0 

(7) 

The only assumption for ki in eqn. 6 is that it 
should be larger than V,lV,, otherwise the solute 
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TABLE I 

SIMILAR TERMS DESCRIBING LINEAR GRADIENT 

Name Symbol unit Meaning/advantage/disadvantage 

Rate s %/min Change in concentration of organic modifier per unit time. Constant rate 
means constant gradient time if the starting and final concentration are 
fixed. Most chromatographers find this measure most natural. Selectivity, 
retention time and volume will change if the flow is altered, even if the 
rate is constant 

Slope B %/ml Change in concentration of organic modifier per unit volume. Constant 
slope gives constant selectivity and retention volume (but not retention 
time). A specified slope says nothing about gradient time 

Steepness b - Apparent slope, the “acceleration” of a solute as it migrates through the 
column. Band width and other separation characteristics are directly 
related to this, more fundamental, parameter. The steepness is solute 
dependent; it will not be the same for all solutes eluted with the same 
gradient. This parameter is also conceptually difficult 

will reach the detector before the gradient. If the 
product 2.3V,,mBki is large, the following ap- 
proximation can be made [2,7,9] 

V, = --&. log (2.3V,,mBk;) + V, + V, (8) 

The latter expression has the benefit of simplify- 
ing the parameter fitting (see later description). 
Note that migration during the dwell volume is 
still acknowledged. 

Band width 
In isocratic elution, the band width is depen- 

dent on plate number, capacity factor and dead 
volume, leading to the following expression: 

In gradient elution it is generally assumed [6,32] 
that the band width is dependent on the capacity 
factor when the compound leaves the column, 
ki, apart from plate number and dead volume. 
This gives 

Wbg = $$ - (k; + 1) (10) 

where Wbg is the band broadening arising from 
the gradient elution. ki is given by [6] 

k; = 1/[2.3V,mB + ll(k;)] (11) 

1 

As the migration of the tail of the peak is 
faster than that of the centre, and vice versa for 
the front, bands will be compressed. A peak 
compression factor, G, has been introduced [33], 
giving rise to a slightly different expression for 
Wbg , namely 

QCS. (k; + l)G (12) 

An explicit expression for this peak compression 
has been derived [34]: 

G*= 
1+p+$ 

(I + P)’ 

where the parameter p is given by 

p = 2.3V,mB G .- kL + 1 

(13) 

In some papers, an expression based on the 
capacity factor when the solute has migrated half 
way through the column, E, is used [1,35], 
leading to a different form of eqn. 10: 

(15) 

Usually it is stated that [6,10,36] 

k = lIl.l5V,mB (16) 
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which is based on the assumption that l/k; is 
much smaller than l.l5V,mB. The full expres- 
sion is [7,37] 

i; = lI[l.lSV,,,mB + l/(k;)] (17) 

Hence eqns. 10 and 15 are equivalent when l/k: 
is much smaller than l.lSV,mB, ki then be- 
comes equal to E/2 [36]. When this assumption is 
not valid, eqn. 10 should be used [7]. 

When V,mB is <l, eqn. 13 can be simplified 

PI: 

G = (1 + k)l(2 + E) (18) 

In some papers, an expression for Wbg is made 
from eqns. 15 and 18, which lead to a simple 
form [1,35]: 

W&+ (IT+ 1) 

Note that eqns. 15-19 are all various approxi- 
mations of the more general expressions seen in 
eqns. 12-14. 

It has been observed that the model for band 
width gives an underestimate at high values of 
V,mB [6,35,38]. Possible causes for this have 
been thoroughly discussed, without any satisfac- 
tory explanation [22]. To compensate for this 
deviation, an empirical correction factor, J, has 
been introduced [35]: 

Wbg=J.-f$. (k; + l)G (20) 

J has been presented as an empirical polynomial 
based on experimental data [35]: 

J = 0.99 + 1.70(V,mB) - 1.35(V,mB)2 

+ 0.48(Q7~B)~ - 0.062(Q~B)~ (21) 

In later work by Dolan et al. [39], the following 
correction was used: 

JG = 1.1 (22) 

Analogously to the retention volume, one can 
include the band broadening that takes place 
during the dwell volume. This leads to [8] 

w,= -+w~i++cw~g V m m 
(23) 

where V, is replaced by Vmg in eqns. 11, 14, 20 
and 21. Wbi, the isocratic band broadening in the 
starting mobile phase, is given by 

(24) 

where V,,,i is the part of the dead volume where 
migration occurs isocratically and is given by 

vmi = v, - vmp (25) 

The benefit of approximations 
Long mathematical expressions are not practi- 

cal as they obscure the basic relationships and 
are tedious to calculate manually. Approxima- 
tions make long expressions short, hence their 
popularity. Today calculations are made by 
computers, and the need for approximations is 
smaller. Approximations are, however, still 
meaningful if they can speed up numerical meth- 
ods, or even better, allow the calculations to be 
made by a non-iterative procedure. With the 
assumption of a linear relationship between log 
k’ and cp (eqn. l), the calculations of retention 
and band broadening from the parameters of the 
model are simple. The full expressions (eqns. 6 
and 23) should therefore be used. The determi- 
nation of a and m from gradient runs is more 
difficult, but with the assumption that 
2.3V,,mBkA is large it is simple (see later discus- 
sion). In contrast, there is no benefit in making 
an approximation for band width, as the plate 
number can be determined using eqn. 23, as will 
be shown below. 

PARAMETER ESTIMATION 

Dead volume, V, 
In the literature, there are various opinions on 

what exactly the dead volume is and how it 
should be determined experimentally [40-421. A 
recent survey by Maliek and Jinno [43] revealed 
both controversy and confusion. Several com- 
prehensive reviews have also been published 
(e.g., ref. 44). In the gradient optimization, the 
method for determining V, should be simple and 
rapid and result in accurate predictions, and does 
not necessarily have to give the “true” dead 
volume. It has also been shown that gradient 



N. Lundell I 1. Chromatogr. 639 (1993) 97-115 101 

predictions are not very sensitive to errors in the 
dead volume [24]. The most common methods 
are (1) to measure the elution volume for a 
non-retained solute, “markers” (e.g., refs. 45 
and 46) (2) to measure the elution volume for a 
deuterated mobile phase component, typically 
D,O (e.g., refs. 42,46 and 47) or (3) to measure 
the retention volume for a set of homologues 
and then do the determination by a parameter fit 
based on a thermodynamic model (e.g., refs. 
46-49). For practical reasons the first method is 
preferred, as a detector measuring refractive 
index is needed in the second method and the 
third method is too time consuming. The choice 
of non-retained solute is not obvious, and both 
inorganic salts and organic compounds have 
been suggested. Anions have the disadvantage of 
being excluded from parts of the mobile phase 
by negatively charged silanol groups, whereas 
cations are retained [45]. Neutral polar organic 
solutes seem more promising and in this work 
the often recommended uracil [44-461 was used. 

It is also possible to determine the dead 
volume by data fitting, as ‘a parameter in the 
model for retention volume. If the parameters u 
and m are unknown, which is the usual case, this 
means that at least three gradients have to be 
run. As the dead volume can be determined in a 
matter of minutes this is not a practical alter- 
native, and it is better to use extra gradients for 
estimation of the dwell volume, as will be de- 
scribed below. 

It has been indicated that the accessible vol- 
ume is reduced if the size of the peptide is close 
to or larger than the pore size [2,37]. On the 
other hand, in the work by Larmann et al. [50], 
no difference in retention for large molecules 
was seen when columns with various pore sizes 
were used. This indicates that large molecules 
can reach all parts of the mobile phase in the 
column. By using columns with large pores 
(>lOO A) the potential difference is minimized 
[2,10]. In addition, large pores also promote high 
plate numbers [51-541 and recoveries of peptides 
[51,55]. It would also be difficult to determine 
individual dead volumes, so in practice the dead 
volumes must be assumed to be equal. 

The dead volume, V,, is dependent on the 
concentration of organic modifier [42,47,56]. In 

this work, V, was determined at two concen- 
trations of organic modifier for comparison. It 
has also been shown that the elution volume for 
the non-retained solutes is affected by flow-rate, 
temperature and amount of solute [45,46]. The 
determination of V,,, should therefore be done at 
the same temperature and flow-rate as the 
calibration gradients. The influence of the 
amount of solute on the elution volume is not 
very pronounced for uracil [45], which is one 
reason for its popularity. To check this, the 
elution volume of uracil was determined with 
two different amounts of uracil, differing by a 
factor of 100. 

A rough estimate of V, can be made by 
assuming that V,,, is a fixed proportion of the 
column volume [57]. This option was not 
evaluated as a meaningful test would have to 
involve several columns and also the gain in time 
is small, as V, can be estimated within a few 
minutes. 

Dwell volume, V, 
An incorrect estimate of the dwell volume is a 

common source of error in gradient predictions 
[21,25,57,58]. There are two experimental meth- 
ods for estimation that can be regarded as 
reliable. One approach is to run a slow gradient 
of a UV-absorbing solution, without a column 
[27,58]. The dwell volume is then calculated as 

where VI,, is the volume when the absorbance 
has reached half its maximum value and V, is the 
gradient volume. The other approach is to use 
more than two calibration gradients, with differ- 
ent slopes. The dwell volume is determined, 
together with the parameters a and m, by a 
fitting routine [22,23,58]. In this work the two 
methods are compared regarding the accuracy of 
absolute retention and difference in retention 
between two solutes. 

Model parameters, a and m 
The model parameters a and m can be de- 

termined from calibration gradients by some 
kind of parameter fitting. The key question is 
whether log (2.3V,mBkI, + 1) can be approxi- 
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mated by log (2.3V,mBki), i.e., if eqn. 8 can be 
used. The two cases lead to different parameter 
fitting routines, as described in a later section. In 
this work the parameter fitting was made for 
both cases, at different values of 2.3V,,mBki to 
establish when the approximation is valid. 

Plate number, N 
The plate number is usually determined for a 

small organic molecule, e.g., naphthalene, eluted 
isocratically with k’ > 3 with a high concentration 
of an organic modifier of low viscosity. The plate 
number that the manufacturer sends with a new 
column is typically determined in this way as the 
method gives a high estimate of the plate 
number. This method of estimating plate num- 
bers will below be referred to as “the conven- 
tional isocratic method”. 

It is important to realise that the plate number 
is not a given constant for a specific column. It 
depends on several variables, of which the fol- 
lowing are of interest in this context: diffusion 
rate of the individual components; viscosity of 
the mobile phase; capacity factor; and flow-rate. 

It has been pointed out that the plate number 
generally is lower when working with peptides, 
at conventional flow-rates, than when working 
with small organic molecules [1,4]. The reason 
for this is the slow diffusion of macromolecules 
such as peptides [1,36]. The diffusion rate is 
related to the molecular mass and as peptides 
can have a broad range of molecular masses, the 
plate number will vary among peptides [4]. The 
diffusion rate is also dependent on the solvent. 
In the reversed-phase liquid chromatography of 
peptides, acetonitrile is the organic modifier 
most commonly used. The most popular alter- 
native, 2-propanol [59-611, has a much higher 
viscosity, giving a lower plate number. The plate 
number is also related to k’ [1,62], which is 
dependent on gradient slope and solute. In 
addition, the plate number is also a function of 
flow-rate, described by, for example, the Knox 
equation [63]: 

h = Av”3 +&J-l-Cv (27) 

As peptides have low diffusion rates, the mass 

transport term, the C term, in the Knox equa- 
tion will be large and the highest plate number 
will be obtained at an unusually low flow-rate 
[1,4] (the choice of flow-rate will be discussed 
later). 

Despite the differences in plate number, band 
widths are usually comparable for solutes eluted 
with the same gradient slope, because band 
width is related both to the plate number and the 
parameter m, the latter generally increase with 
increasing molecular mass. This leads to the 
impression that the variation in plate number is 
smaller than it actually is. The prediction of band 
width relies on the estimate of the plate number, 
and it is therefore essential to consider as many 
factors as possible in order to maximize the 
accuracy of predictions. 

Based on extensive approximations, expres- 
sions have been derived that relate the parame- 
ters B and C in the Knox equation to molecular 
mass and the structural state of the peptide 
(native/denatured), particle and pore size of the 
packing material and viscosity of the mobile 
phase [64]. This approach to the estimation of 
plate number has the advantages that the vari- 
ation of plate number with flow-rate can be 
predicted and that non-ideal band broadening 
can be detected. Further, this model can aid in 
the design and evaluation of column materials. 
However, this model has limited applicability for 
optimization of separation involving samples of 
unknown composition as the solute characteris- 
tics and Knox parameter A have to be known. 

The plate number can instead be determined 
experimentally from the same gradient runs that 
are used for estimating a and m. In comparison 
with the conventional isocratic method for plate 
number estimation, this method is superior as 
the determination is made for the organic 
modifier that its actually used and individual 
plate numbers can be assigned to the solutes that 
are separated. In addition, no information is 
required about the solute or column characteris- 
tics and some degree of non-ideal band broaden- 
ing can be included, making this approach more 
useful for optimization than the mechanistic 
model discussed above. However, variations in 
flow-rate and k’ are not accounted for by this 
approach. It must also be noted that this method 
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requires that the band width can be measured for 
all solutes in the sample (see next section). 

It is possible that the overestimate of the 
number of plates made by the conventional 
isocratic method can be compensated for by a 
certain correction factor for band width (see 
Theory). This is a weak argument for the con- 
ventional isocratic method, as the difference 
between the two methods can vary over a wide 
range, and a correction factor can both over- and 
under-compensate for an incorrect estimate of 
plate number. 

For comparison, the plate number was de- 
termined in this work both by the conventional 
isocratic method and individually from calibra- 
tion gradients. For one peptide the plate number 
was determined with two organic modifiers for a 
further comparison. 

Retention volume, VP, and band width, W, 
Accurate measurements of the retention vol- 

umes for the peaks in the calibration gradients 
are important in gradient modelling. To deter- 
mine plate number from calibration gradients, as 
presented above, the band widths also have to be 
measured. Determinations of retention volumes 
and band widths are the initial and most crucial 
steps in gradient predictions. This can be a 
difficult problem [65] as evaluation by commer- 
cial integrators is often far from perfect [66,67]. 
Neither do all integrators measure band widths. 
The problem is not so severe as long as the peaks 
do not overlap. It is unusual, however, for all 
solutes to be well separated in the calibration 
gradients. The overlap of peaks will affect both 
the determination of retention time (the peak 
maxima are not equivalent to the retention 
times), and band width. Incorrect measurements 
of retention times are a source of significant 
errors in gradient predictions [39,57]. 

The problem can be solved, however, by 
deconvolution of the peaks. Deconvolution 
means that the overlapping peaks are separated 
into individual peaks by mathematical methods. 
Deconvolution can be done without any assump- 
tion of peak shape if a diode-array detector is 
used and the spectra of the non-resolved solutes 
are different [68-701. Diode-array detectors are 

not available in all laboratories and the very 
advanced deconvolution software is even more 
scarce. The alternative is to fit a mathematical 
model to the peaks. Fitting routines for gaussian 
models are available in many computer-based 
evaluation programs or can easily be im- 
plemented, which was done in this work. Tailing, 
non-gaussian peaks are sometimes observed 
owing to secondary interactions [71,72], although 
gradient elution promotes symmetrical peaks [6]. 
If tailing peaks are present, the first action 
should be to alter the chromatographic condi- 
tions to prevent tailing, e.g., by increasing the 

iionic strength [5,73-761 or by adding amines that 
can block silanol groups [35,77-791 or by altering 
the pH [5,61,74]. Unfortunately, the tailing can 
persist. This situation is difficult to handle as 
their is no simple model for the peak shape and 
gradient theory does not include tailing. The 
“brute force” method is to use a gaussian model 
giving an overestimated band width. The solute 
will then be predicted to give wide gaussian 
peaks instead of tailing peaks. This is an incor- 
rect prediction, but still better than if a plate 
number based on the conventional isocratic 
method was used. 

Choice of calibration gradients 
From a small number of gradient runs the 

parameters a and m can be estimated and results 
predicted. If V, and V, are known, two calibra- 
tion gradients are sufficient [2,7,37]. To be able 
to perform calibration it is crucial that the peaks 
of each solute in the different calibration gra- 
dients are matched, so-called peak tracking. The 
use of three calibration gradients makes this task 
easier [10,80,81]. Apart from giving more in- 
formation in general, the use of three calibration 
gradients also makes it possible to test whether a 
peak match hypothesis is correct. This is done by 
determining the parameters a and m from two 
gradients, and then predicting the third gradient. 
An incorrect peak match will show up as a large 
error in the predicted chromatogram. Peak 
matching is critical in calibration, as mismatched 
peaks can lead to gross errors in the predictions. 

It has been recommended that the slopes of 
the calibration gradients used should differ by a 
factor of three or four in order to obtain good 



104 N. Lundell I J. Chromutogr. 639 (1993) 97-115 

accuracy in the determination [57]. In peptide 
separations the selectivity often changes with the 
gradient slope. This makes it difficult to match 
peaks as the retention order may be very differ- 
ent in the calibration gradients [lo]. In optimiza- 
tion work it is practical to restrict oneself to a 
narrower span of gradient slopes. The con- 
sequence is that extrapolation is often unavoid- 
able in predictions for optimization purposes. 
The influence of extrapolation on the accuracy of 
predictions was studied in this work. 

The calibration gradients must have different 
slopes, B, or s/F, and the question then arises of 
whether one should vary the gradient rate 
[19,20,39] ,or the flow-rate [lo]. 

The purpose of using gradient theory for 
optimization is to save experiments and time. It 
has been shown that for a given gradient slope 
(%/ml) the peak capacity is at its maximum at a 
fairly low flow-rate [ 13,36,82], corresponding to 
the maximum plate column. This might lead to 
the conclusion that one should operate at a low 
flow-rate. However, for a fixed gradient time the 
maximum peak capacity is obtained at a high 
flow-rate, as this will result in a gradient with a 
smaller slope, i.e., resolving more peaks 
[4,29,83]. The decrease in the plate number is 
then counteracted by the decreased slope. In 
other words, when time is important one should 
work at a high flow-rate and vary the gradient 
rate for the calibration gradients. The upper 
limit of flow-rate is usually set by pressure 
limitations, and many chromatographers find it 
inconvenient to work at flow-rates higher than 
1.0 ml/min for a column of I.D. 4-5 mm. A 
constant flow-rate in the calibration gradients 
also means that one source of variation in the 
plate number is eliminated. It has further been 
reported that short gradient times and high flow- 
rates result in high recoveries [13,84,85]. Predic- 
tions based on calibration gradients where the 
gradient rate is varied lead to more accurate 
results as opposed to variations in flow-rate [22]. 
The conclusion is, in contradiction to some 
earlier statements [2,7,10], that the flow-rate 
should be kept high and constant and that the 
slope should be varied by alterations in the 
gradient rate. 

METHODS FOR PARAMETER FITI’ING 

Retention volume: the simple method 
If V, and V, are known and 2.3V,,mBkA is 

large, the parameters a and m can be determined 
from two calibration gradients [2,37] without 
having to employ numerical methods (if cpO is 
constant): 

m = V,,B, - V,,B, + (Vi, + V,W, - 4) (28) 

a = log (10 mWVpi-Vd-Vm) + 2.3mB,V,) 

+ mq,, - log (2.3V,mB,) (29) 

Note that 2.3V,,mBkh does not have to be large 
for the gradients that are to be predicted; eqn. 6 
can then be used. The most effective way of 
keeping 2.3V,,mBkA large is to start the calibra- 
tion gradients at a very low content of organic 
modifier. It is advisable to verify that the as- 
sumption is valid after a and m have been 
estimated. (Obviously the value of 2.3V,,mBkh 
is dependent on the estimation of u and m, but a 
rough estimate of 2.3V,,,,mBkL can be made as 
long it is larger than about 5). 

A third gradient, preferably with an inter- 
mediate slope, can be used to verify the peak 
matching. It is possible to improve a rough 
estimate of V, by repeating the determination of 
a and m with different dwell volumes and look 
for the best fit of the predicted and actual 
chromatograms for the third gradient [58]. How- 
ever, the more general and “automatic” method 
described below is more practical if one wants to 
use the third gradient for V, determination. 

Retention volume: the advanced method 
A more advanced method for parameter fitting 

is necessary when 2.3V,,mBkh is small or if one 
wants to determine V, by fitting and/or use all 
three gradients to determine a and m. This calls 
for a non-linear fitting method. Several methods 
are well established and are published with 
program codes [86]. The fitting is best done in 
two steps, starting by estimating a, m and V, for 
every solute. V, is then taken as an average of all 
estimates, as it is not solute dependent, and a 
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new estimate is made of a and m, now keeping 
V, fixed. A non-linear fitting routine can, of 
course, be used even if 2.3V,,mBki is large, 
making this method more general. 

technology) and a CMA Model 200 autoinjector 
(CMA Microdialysis, Stockholm, Sweden) was 
used. The instrumentation was interfaced with 
an IBM AT3 personal computer for gradient 
control and data acquisition. 

Calculating plate number from calibration 
gradients 

Individual plate number for each solute can 
easily be determined from eqn. (23) if band 
widths have been measured. From eqn. 23, N 
can be expressed as 

N = g. {+ * [v&q + l)]’ 
b m 

+ 2. [v&c; + l)JG]“) 
Note that all necessary parameters on the right- 
hand side can be calculated from the parameters 
given in the model of the retention volume. 

EXPERIMENTAL 

Column 
A lo-cm x 4 mm I.D. Sephasil C,, column 

(Pharmacia-LKB Biotechnology, Uppsala, 
Sweden) was used. The column matrix consisted 
of 5-pm silica with a pore size of 125 A. 

Instrumentation 
A system consisting of a Model 2249 low- 

pressure mixing gradient pump, a Model 2141 
dual-wavelength detector (Pharmacia LKB Bio- 

Software 
Evaluation of chromatograms, gradient model- 

ing and prediction were all made with in-house 
software written in the programming environ- 
ment ASYST (Asyst Software Technologies, 
Rochester, NY, USA). A modified Gauss-New- 
ton algorithm was used for fitting gaussian 
models to the chromatograms. The data fitting 
was done with a simplex algorithm. 

Chemicals 
Acetonitrile and 2-propanol were of HPLC 

gradient grade (Merck). Distilled waster was 
purified using a Milli-Q system (Millipore, Bed- 
ford, MA, USA) fitted with an Organex-Q 
cartridge. Phosphoric acid and ammonia were of 
analytical-reagent grade (Merck). 

Peptides 
The synthetic peptides used were kindly do- 

nated by Anders Winter at Pharmacia-LKB 
Biotechnology and are listed in Table II. All 
peptides were injected individually. 

Gradients 
Four gradient slopes, 0.5, 1.0, 2.0 and 

4.0%/ml, were used. The buffer consisted of 50 
mmolll phosphoric acid adjusted to pH 2.8 with 

TABLE II 

PEPTIDES USED IN THIS WORK 

No. M, PI Sequence 

1 589 3.1 Met-Val-Am-Pro-Glu 
2 571 3.1 Tyr-Glu-Leu-Phe 
3 626 8.4 Pro-Leu-Ile-His-Phe 
4 1071 6.5 Thr-Pro-Ile-Pro-Arg-Tyr-Pro-Leu-Asp 
5 1858 3.9 His-Thr-Asp-Arg-Glu-His-Thr-Ile-Glu-Thr-Asp-Glu-Met-Glu-Asp 
6 1729 9.5 Lys-Tyr-Gly-Asn-Leu-Ser-His-Glu-Lys-Gln-His-Gln-~u-Phe 
7 1689 3.1 Gly-Asn-Gly-Gln-Asp-Val-Met-Ala-Leu-Ala-~-Ile-~u-Ser-T~-~u 
8 1722 9.6 Gln-Leu-Ser-Leu-Ala-Ile-Phe-His-Ser-Thr-Tyr-T~-Lys-~a-Gly 
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ammonia. Acetonitrile was used as organic 
modifier for all peptides. Peptide 3 was also 
eluted with 2-propanol gradients. The acetoni- 
trile gradients started at 2 or 4% and the 
2-propanol gradient at 1% of organic solvent. 

RESULTS AND DISCUSSION 

where peaks are narrow. For band widths the 
relative error is used. The band width is roughly 
the same for all peaks and decreases with in- 
creasing slope, making a relative measure appro- 
priate. In this paper the error is presented as the 
median and the 90% percentile. The 90% per- 
centile indicates an upper level of the error. 

The retention data and estimates of a and m Determination of dead volume, V,, and dwell 
are given in Table III. volume, V, 

Measures of error 
The prediction error for retention volume and 

difference in retention volume is expressed as a 
percentage of the gradient volume (not the 
retention volume!). The gradient volume refers 
to an imagined gradient going from 0 to 50% 
organic modifier, a common case in peptide 
separations, with the relevant slope. This mea- 
sure is rationalized by the fact that in gradient 
elution the band width does not increase with 
increase in retention volume. Consequently, an 
error of for example 0.1 ml in the prediction of 
retention volume is of equal concern for solutes 
with small or large retention volumes. Absolute 
retention volume is also inappropriate as a 
measure of error as an error of, for example, 0.1 
ml is more serious in a high slope gradient, 

The dead volume was determined by elution 
of uracil with two mobile phases containing 50% 
and 30% of acetonitrile. The amounts injected 
were 0.03 and 3.0 pg. From the results, given in 
Table IV, it is clear that the elution volume of 
uracil is lower with 50% of acetonitrile. This is 
observed for most dead volume markers 
[42,47,56]. Thus, the increase in elution volume 
for uracil on going from 50% to 30% of acetoni- 
trile is probably not due to retention but to an 
actual change in dead volume. The effect of the 
amount of uracil on the elution volume is very 
small, although it is statistically significant (P = 
0.05). 

The determination of the dwell volume by 
parameter fitting was compared with determina- 
tion employing a gradient of a UV-absorbing 
solution. The dwell volume was estimated to be 

TABLE III 

RETENTION DATA 

Gradients with acetonitrile. The model parameters a and m are given with the standard deviation in parentheses based on the 
combination of calibration described under Results and Discussion. 

Peptide 

1 
2 
3 
4 
5 
6 
7 
8 

Retention volume (ml) 

Starting concentration 2% 

Gradient slope (%/ml) 

0.5 1.0 2.0 

11.55 8.70 6.69 
37.12 22.46 14.07 
35.72 21.36 13.31 
36.75 22.28 13.98 
38.17 21.92 13.25 
24.56 15.15 9.89 
74.15 40.57 22.89 
46.87 26.23 15.36 

4.0 

5.29 
9.23 
8.78 
9.20 
8.58 
6.90 

13.59 
9.58 

Starting concentration 4% 

Gradient slope (%/ml) 

0.5 1.0 2.0 

7.72 6.56 5.52 
33.20 20.47 13.07 
31.71 19.39 12.33 
32.81 20.30 13.00 
33.97 19.87 12.27 
20.54 13.19 8.90 
70.07 38.58 21.90 
42.64 24.12 14.35 

4.0 

4.65 
8.75 
8.25 
8.73 
8.06 
6.37 

13.09 
9.09 

a m (%-I) 

1.98(0.14) 0.211(0.022) 
3.38(0.05) 0.130(0.003) 
3.71(0.08) 0.158(0.004) 
3.34(0.05) 0.130(0.003) 
5.39(0.21) 0.244(0.010) 
3.65(0.14) 0.237(0.010) 
6.79(0.13) 0.159(0.003) 
6.78(0.32) 0.259(0.013) 
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TABLE IV 

DETERMINATION OF DEAD VOLUME 

The mobile phase consisted of a&o&rile mixed with 50 
mmolll phosphate buffer (pH 2.8). Each determination of V, 
was repeated four times. The pooled standard deviation of V, 
was 1.8 ~1. 

Concentration of acetonitrile 
(%) 

Amount of uracil 

(CL&d 

V, 

(l-4 

30 0.03 808 
30 3 809 
50 0.03 750 
50 3 754 

2.10 ml from the gradient of a UV-absorbing 
solution. To find the dwell volume by fitting 
retention data to the model, more than two 
calibration gradients have to be made. The 
overall aim is to keep the number of experiments 
small, hence the use of three calibration gra- 
dients is of most interest. In this work, four 
different slopes were used, to allow predictions 
to be made for a gradient not used for calibra- 
tion. To obtain a realistic situation a combina- 
tion of three out of four gradients was first 
selected. For this combination V, was first de- 
termined together with a and m. As one estimate 
is obtained for each solute, V, was taken as the 
average for all solutes. The determination of II 
and m was then repeated using this V, as fixed. 
This procedure was carried out for all combina- 
tions of calibration gradients. The average of all 
V, estimates based on fitting was 2.47 ml, with 
V, set at 0.809 ml. 

To evaluate the effect on accuracy, VP was 
predicted for the peaks in the gradient not used 
for calibration. This was repeated for all possible 
combinations of calibration gradients. It has 
been concluded by other workers that an error in 
the estimation of V, has very little effect on the 
accuracy of the predictions of retention 
[24,25,57] and it can be seen in Table V that the 
variations in the V, estimates indeed has only a 
small influence on the prediction error. The best 
result is obtained using the V, determined with a 
mobile phase containing 30% of acetonitrile. 
This isocratic mobile phase is closer to the 
average mobile phase during gradient elution in 

TABLE V 

ERROR ‘IN PREDICTION OF V, FOR DIFFERENT 
‘ESTIMATES OF V, AND V, 

Eqn. 6 was used for parameter fitting and prediction. The 
dwell volume was determined, together with the model 
parameters a and m, by parameter fitting. All combinations 
of three calibration gradients and starting concentration were 
considered. The measure of error is explained in the text. 

5) 

Median error/90% percentile (% of V,) 

V, by fit V, from UV-absorbing 
eluent gradient 

808 0.40/0.84 0.82/1.51 
809 0.40/0.84 0.82/1.51 
750 0.40/o&t 0.9111.69 
754 0.40/0.84 0.90/1.68 

the relevant range and a better estimate of V, is 
therefore to be expected. 

It is clear that a V, estimate based on fitting 
will improve the accuracy, a result that has also 
been obtained by others [22,23]. When estimat- 
ing V, by parameter fitting, the predictions also 
become less sensitive to small variations in the 
V, estimate, as these variations are taken up by 
V,. It should be emphasized that the determina- 
tion of V, by parameter fitting is sensitive to 
errors in retention volumes in the calibration 
gradients. However, .as one estimate of V, is 
obtained for each solute, the accuracy can be 
improved by evaluating as many solutes as pos- 
sible . 

Resolution is a more interesting parameter 
than absolute retention. The error in prediction 
of resolution is a function of the relative errors in 
band widths and difference in retention. Sources 
of prediction error that affect the retention of all 
solutes in the same direction will therefore have 
a minor effect on the predictions of resolution. 
For example, an error in V, affects the predicted 
retentions in roughly the same way and the 
influence on resolution should be small in com- 
parison with the influence on absolute retention. 

To evaluate the effect of V, on resolution, the 
differences in retention of four peak pairs were 
predicted and compared with actual values. The 
results are summarized in Table VI. One can 
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TABLE VI 

ERROR IN PREDICTION OF DIFFERENCES IN V, 
BETWEEN PEAK PAIRS FOR THE TWO METHODS 
FOR ESTIMATION OF V, 

of a gradient of a UV-absorbing solution. These 
large errors corresponds to peak pairs thtit elute 
early and gradients where ‘pO is large. Under 
these conditions, the migration during the dwell 
volume, which is solute dependent, will be more 
pronounced. 

Eqn. 6 was used for parameter fitting and prediction. The 
dead volume was set at 809 ~1. All combinations of three 
calibration gradients and two starting concentration were 
considered, as described in the text. The eight peptides were 
divided into four pairs, i.e., each combination of gradients 
resulted in four estimates of retention difference. The mea- 
sure of error is explained in the text. 

Method for determination Median error/90% percentile 
of dwell volume (% of Vo) 

Parameter fitting 
UV-absorbing eluent 

gradient 

0.31/0.68 
0.3611.22 

conclude that the method for the determination 
of the dwell volume does not have a large effect 
on the accuracy for prediction of resolution, 
which is in agreement with statements made in 
earlier work [22,25]. The median error is almost 
the same for both methods but the 90% percen- 
tile is higher for the estimation of V, by the use 

Limit of the 2.3V,,,,mBki approximation 
The simple data fit method is based on the 

assumption that 2.3V,,mBkh is “large”. To es- 
tablish the limit for this approximation, a and m 
were determined, with and without this approxi- 
mation. Predictions where made with eqn. 6, as 
the approximation is only meaningful in the 
parameter fitting. The difference between pre- 
dictions based on fittings with the different 
models are treated as the error, and the results 
are presented in Table VII. Note that 
2.3V,,mBkA differs between different calibration 
gradients, and that only the smallest value is 
given in Table VII. 

In this study, the error is roughly 0.4% of the 
gradient volume, which is about the same as 
reported previously [20,22,24,57] (although the 
error was then expressed as relative retention). 
In that perspective, one can tolerate a 2.3 

TABLE VII 

ERRORS IN PREDICTIONS OF V, DUE TO THE 2.3V,,MBk; >> 1 APPROXIMATION IN THE PARAMETER FI’ITING 

The dwell and dead volumes were set at 889 ~1 and 2.47 ml, respectively. The model parameters a and m were determined by 
parameter fitting. All combinations of calibration gradients and starting concentration were considered. The error is taken as the 
difference between predictions based on calibration with and without the approximation. The measure of error is explained in the 
text. 

Peptide 

1 
2 
3 
4 
5 
6 
7 
8 

Starting concentration 

2% 

2.3V,,mBkh Median error/90% 
percentile 
(% of Vo) 

6 0.20/0.60 
154 0.0110.06 
342 0.0010.02 
143 0.0110.06 

15 900 0.0010.00 
304 o.oo/o.fr2 

388800 0.0010.00 
403800 0.0010.00 

4% 

2.3V,,mBk; 

2 
86 

164 
76 

3 650 
97 

159 ooo 
75 300 

Median error/90% 
percentile 
(% of V,) 

0.62/1.15 
0.02/0.11 
0.0110.05 
0.03/0.12 
0.0010.00 
0.0110.05 
0.0010.00 
0.0010.00 
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V,,mBkA value down to cu. 50, when using eqn. 
8 for parameter fitting. Note that the error 
decreases with increasing value of m, the 
guideline given here is only valid for peptides 
and other solutes with large values of m. 

Interpolation versus extrapolation and number 
of calibration gradients 

When optimizing the gradient, it is likely that 
one wants to predict the result for gradients that 
are faster or slower than those used for calibra- 
tion. The question is how far it is acceptable to 
extrapolate, and whether there is any difference 
in the accuracy for extrapolation to faster or 
slower gradients. Extrapolation is compared with 
interpolation for two and three calibration gra- 
dients in Table VIII. 

Inherently, extrapolation gives rise to a larger 
error than interpolation. This has also been 
observed experimentally [25,39], but from Table 
VIII it can be seen that extrapolation to faster 
gradients yields a smaller error than extrapola- 
tion to slower gradients. Three calibration gra- 
dients give rise to a minor improvement and are 
also less sensitive to an error in a single retention 
volume. The practical consequence is that the 
extrapolation from the calibration gradients is 
acceptable if the calibration slopes are less than 
the slopes of the gradients one expects to pre- 
dict. Low gradient slopes for calibration also 
simplify peak matching. However, it must be 
noted that an increase in the experimental error 
would have a much greater effect on extrapola- 
tion than interpolation. 

TABLE VIII 

ERROR IN PREDICTION OF V, FOR INTERPOLATION AND EXTRAPOLATION WITH TWO AND THREE 
CALIBRATION GRADIENTS 

The dead and dwell volumes were set at 809 ~1 and 2.47 ml, respectively. The model parameters a and m were determined by 
parameter fitting. Combinations of calibration and prediction gradients with the same starting concentration were considered. 
Gradients are indicated with slope. 

Calibration gradient (%/ml) Predicted gradient Median error/90% percentile 
(% of V,) 

Small extrapolation to slower gradients 
1.0, 2.0 0.5 
1.0, 4.0 0.5 
2.0, 4.0 1.0 
1.0, 2.0, 4.0 0.5 

Large extrapolation to slower gradients 
2.0, 4.0 0.5 

Small extrapolation to faster gradients 
1.0, 2.0 4.0 
0.5, 2.0 4.0 
0.5, 1.0 2.0 
0.5, 1.0, 2.0 4.0 

Large extrapolation to faster gradients 
0.5, 1.0 4.0 

Interpolation 
0.5, 2.0 1.0 
0.5, 4.0 1.0 
0.5, 4.0 2.0 
1.0, 4.0 2.0 
0.5, 2.0, 4.0 1.0 
0.5, 1.0, 4.0 2.0 

0.4510.59 
O.UlO.44 
0.5810.89 
0.3210.45 

0.9711.45 

0.2910.47 
0.2410.39 
0.3410.45 
0.2010.35 

0.2710.49 

0.2210.30 
O.lUO.32 
0.2410.37 
0.2210.35 
0.2110.27 
0.2610.35 
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Correction factors for band width 
The error in band width prediction is related 

to the model and the plate number error. One 
would also expect the influence of extrapolation 
on the error to be different for different correc- 
tion models. 

Three different expressions for band width 
were evaluated: (i) no correction factor; (ii) J 
correction according to eqn. 21; and (iii) J 
correction according to eqn. 22. The cases of 
extrapolation and interpolation described above 
were also evaluated. The results are summarized 
in Table IX. 

22 gives the best accuracy. (Eqn. 21 will also fail 
if the extrapolation is extended even further than 
in this work, as the polynomial correction con- 
tains terms of the fourth order.) However, as the 
cause of unexpectedly large band broadening at 
high gradient slopes is uncertain, this observa- 
tion might be dependent on the instrumentation 
as one potential reason for this effect is extra- 
column band broadening. 

It is clear that a correction according to eqn. 

Determination of plate number 
The plate number was first determined by the 

conventional isocratic method using naphthalene 
as a test solute and an eluent of acetonitrile- 

TABLE IX 

ERROR IN PREDICTION OF I+‘, FOR DIFFERENT BAND WIDTH MODEL8 AND EXTRAPOLATION WITH TWO 
AND THREE CALIBRATION GRADIENTS 

The dead and dwell volumes were set at 809 ~1 and 2.47 ml, respectively. The plate number was determined from gradient runs. 
The model parameters a and m were determined by parameter fitting. All combinations of calibration and prediction gradients 
with the same starting concentration were considered. 

Calibration gradients Predicted 
gradient 

Median/90% percentile of relative errors (%) 

Correction method 

None Eqn. 21 Eqn. 22 

Small extrapolation to slower gradients 
1.0, 2.0 0.5 29141 16/27 10/19 
1.0, 4.0 0.5 38148 21/28 12119 
2.0, 4.0 1.0 35139 17119 8111 
1.0, 2.0, 4.0 0.5 42156 22134 13122 

Large extrapolation to slower gradients 
2.0, 4.0 0.5 53163 26136 14/24 

Small extrapolation to faster gradients 
1.0, 2.0 4.0 37140 17121 7111 
0.5, 2.0 4.0 47152 22126 10.15 
0.5, 1.0 2.0 33143 17.24 10.15 
0.5, 1.0, 2.0 4.0 47151 21126 8/13 

Large extrapolation to faster gradients 
0.5, 1.0 4.0 56162 27131 12117 

Interpolation 
0.5, 2.0 1.0 218 217 317 
0.5, 4.0 1.0 9116 S/l2 3/10 
0.5, 4.0 2.0 15127 8116 s/11 
1.0, 4.0 2.0 s/12 419 318 
0.5, 2.0, 4.0 1.0 24132 13/18 7111 
0.5, 1.0, 4.0 2.0 24132 12/ 18 7111 

Overall 32152 15127 8116 
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water (6040, v/v), k’ = 4.5, resulting in a plate 
number of 8610. 

The use of calibration gradients for determina- 
tions of plate number (eqn. 30) allows individual 
plate numbers to be estimated for the organic 
modifier actually used. Every calibration gra- 
dient results in estimates of the individual plate 
numbers. A median of fi from the calibration 
is calculated for each solute. fi is chosen for 
the median, instead of N, because fl is inverse- 
ly proportional to the estimate of IV,, from which 
a large part of the error arises. The median is 
selected instead of the average as there is a risk 
of gross error in the band width at extremely low 
resolutions or signal-to-noise ratios. The results 
are given in Table X. The disparity between the 
isocratic and gradient method is large and will be 
even greater for larger peptides. 

The effect on the prediction of W,, from plate 
number estimates by the conventional method 
and by parameter fitting is shown in Table XI. 
As expected, the accuracy of the predictions is 
greatly improved by using plate numbers de- 
termined from the calibration gradients. The 
gain will be larger for larger peptides. 

TABLE X 

PLATE NUMBERS FOR NINE PEPTIDES DETER- 
MINED BY PARAMETER FITTING FROM FOUR 
GRADiENTS FOR TWO DIFFERENT ORGANIC 
MODIFIERS 

Band width correction was made according to eqn. 22. The 
dead and dwell volumes were set at 809 ~1 and 2.47 ml, 
respectively. The model parameters a and m were deter- 
mined by parameter fitting. Only the lower starting concen- 
tration for each organic modifier was considered. The plate 
number estimated by the conventional isocratic methods was 
8610. 

Peptide Plate number 

Acetonitrile 2Propanol 

3230 
5780 3520 
4500 
5690 
2100 
1640 
3100 
1880 

TABLE XI 

ERROR IN PREDICTION OF W, BASED ON DIFFER- 
ENT ESTIMATES OF PLATE NUMBER 

Band width correction was made according to eqn. 22. The 
dead and dwell volume were set at 809 ~1 and 2.47 ml, 
respectively. The model parameters a and m were deter- 
mined by parameter fitting. All combinations of three 
calibration gradients and one prediction gradient with the 
same starting concentration were considered. 

Method for determination of plate 
number 

Median errorl90% 
percentile (%) 

Conventional, isocratic 43172 
Parameter fitting, individual 8117 

The error in the prediction of band width is 
related to the choice of correction factor. This 
evaluation of the method for determination of 
plate number was done with correction according 
to eqn. 22. 

In the case of overlapping peaks, the band 
widths and retention volumes have to be de- 
termined after a deconvolution, as described 
under Theory. Deconvolution is not an easy 
task, and low signal-to-noise ratios, extremely 
low resolutions or large area ratios can make the 
task almost impossible. In addition, the neces- 
sary software may not be available to all chroma- 
tographers. For non-deconvoluted peaks, the 
plate number can be taken as the average of the 
plate number for the solutes in the sample that 
are well separated. The inaccuracy in retention 
prediction can be reduced by using more than 
two calibration gradients. 

Test peptides 
The purpose of the eight peptides used in this 

work was to represent possible variations that 
one can find in peptides. These peptides are still 
limited: none contains cysteine or methionine 
and they are not longer than sixteen amino acids. 
The consequence is that they do not exhibit any 
higher structure and have fairly high diffusion 
coefficients. They are chemically well behaved, 
with no denaturation, rearrangement or oxida- 
tion. 

It is known that some peptides are not well 
behaved; typically they undergo permanent 
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TABLE XII 

ERROR SOURCES 

Source Comment 

Incorrect gradient formation Should be checked by running a UV-absorbing gradient without column. 
Generally small with modem equipment [57,58] 

Gradient rounding due to mixing volume The mixer should have a volume that is less than 20% of the total volume 
of the gradient. This is rarely a problem with ordinary instrumentation, but 
can be serious with micro columns. In addition it can pose a difficulty when 
multi-segmented gradients are used [58] 

Incomplete column equilibration It has been found that 15 column volumes of initial solvent are needed to 
wash the column completely between the gradients [24]. Incomplete column 
equilibration will only affect early-eluting solutes 

Solvent demixing Small [20,24,57], and can be further minimized by not starting the gradient 
with pure buffer, i.e., by having (PO > 0% 

structural changes, their retention parameters 
change or they undergo slow inverconversions 
between two or more conformations [3,7,87-901. 
This leads to excess band broadening or multiple 
peaks and can cause deviations between pre- 
dicted and actual values. These cases can, how- 
ever, usually be recognized in the calibration 
gradients. Very few cases of large deviations have 
been reported [7]. 

Other sources of error 
There are general sources of error that are not 

related to the choice of the chromatographic 
models and methods of determining the parame- 
ters. They are listed in Table XII together with a 
judgement of their importance. It was not the 
aim of this work to explore these issues, and 
papers have already been published that treat 
this topic [20,24,25,31,37,57,58]. 

In the reversed-phase liquid chromatography 
of peptides, mobile phases containing trifluoro- 
acetic acid (TFA) are popular. It has been shown 
that these mobile phases degrade the column 
[91]. If TFA is used as a mobile phase additive it 
is therefore important that the time between the 
calibration and prediction gradient is small 
[20,57]. 

CONCLUSIONS 

It has been confirmed that highly accurate 
predictions of retention volumes, band widths 

and resolutions can be made from a small 
number of calibration gradients if the right 
precautions are taken. There are various ver- 
sions of the expressions for retention volume and 
band width in the literature, most of them being 
different approximations based on the same 
fundamental theory. From a practical point of 
view, considering the tools for calculation that 
are available today, there is only one approxi- 
mation that is meaningful. By choosing the right 
conditions for the calibration gradients, i.e., low 
starting concentration of organic modifier, one 
can ensure that this approximation is valid. The 
determination of the model parameters then 
becomes simple. 

Determination of the dead volume as the 
elution volume for uracil is simple and was found 
to be adequate. The dwell volume can be esti- 
mated from a gradient run, without a column, 
with UV-absorbing eluents. The alternative ap- 
proach is to estimate the dwell volume from 
parameter fittings of retention data based on 
three or more calibration gradients, if non-linear 
fitting routines are available. In agreement with 
earlier work, it has been shown that determina- 
tion of the dwell volume by fitting results in 
more accurate predictions of absolute retention 
times. The improvement in the accuracy of 
prediction of differences in retention between 
peak pairs is, however, minor. 

The accuracy of band width prediction can be 
greatly improved by assigning an individual plate 
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number to each solute. This is especially im- 
portant in peptide work, as the plate number is 
generally much smaller than for small organic 
compounds, and also varies between peptides. 
Plate numbers can either be derived from ap- 
proximating mechanistic models or be deter- 
mined experimentally. The latter approach is 
more appropriate for optimization purposes, as it 
requires no knowledge about the solute or 
column and can tolerate some non-ideal band 
broadening. Deviations from the fundamental 
band width model have been observed by other 
workers. This was confirmed in this work and the 
different empirical correction methods suggested 
in the literature have been evaluated. The sim- 
plest approach gave the highest accuracy in this 
study. 

The initial step in making predictions is to 
evaluate the calibration gradients. A correct 
match of peaks between runs is crucial, and this 
task is much simplified if three calibration gra- 
dients are run. Determinations of retention vol- 
umes and band widths (the latter is needed if 
individual plate numbers are to be estimated) is 
difficult in the case of overlapping peaks. Here a 
simple deconvolution based on a gaussian model 
is suggested. It is recommended that the calibra- 
tion gradients are run at a constant and high 
flow-rate. This will not correspond to the maxi- 
mum plate number but to the highest peak 
capacity per unit time. Predictions based on 
calibration gradients with constant flow-rate are 
also more accurate. 

Gradient prediction is mainly a tool for op- 
timization of the gradient slope. Extrapolation is 
then often inevitable. It is shown here that 
extrapolations to faster gradients are associated 
with smaller errors than extrapolations to slower 
gradients, suggesting that slow calibration gra- 
dients should be preferred. 

In summary, gradient prediction is accurate 
and useful in peptide chromatography and, fol- 
lowing the guide-lines presented in this work, its 
implementation is made simpler. 

ACKNOWLEDGEMENTS 

The author thanks Pharmacia-LKB Biotech- 
nology for supplying the HPLC instrumentation. 

113 

Useful discussions with Professor Ake Olin are 
most appreciated. The author also thanks Dr. 
Rolf Danielsson for providing the simplex pro- 
gram. 

SYMBOLS 

Q 

Qo 

V 
a 

B 
b 
F 
G 

Gl 

kI 

t 
s 

t 

V 

Ys 
vo 
v, 
vnl 
w, 

Concentration of organic modifier (%) 
Starting concentration of organic modifier 

(%) 
Reduced velocity 
Model parameter 
Gradient slope (% /ml) 
Gradient steepness 
Plow-rate (ml/mm) 
Peak compression factor 
k’ at the starting concentration of organic 
modifier 
k’ when the solute leaves the column 
Model parameter (% -‘) 
Plate number 
Gradient rate (% /mm) 
Time (min) 
Pumped volume (ml) 
Retention volume, gradient elution (ml) 
Gradient volume (ml) 
Dwell volume (ml) 
Dead volume (ml) 
Peak width at base (ml) 
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